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The human striatum has been implicated in processing reward-related

information. More recently, activity in the striatum, particularly the

caudate nucleus, has been observed when a contingency between

behavior and reward exists, suggesting a role for the caudate in

reinforcement-based learning. Using a gambling paradigm, in which

affective feedback (reward and punishment) followed simple, random

guesses on a trial by trial basis, we sought to investigate the role of the

caudate nucleus as reward-related learning progressed. Participants

were instructed to make a guess regarding the value of a presented

card (if the value of the card was higher or lower than 5). They were

told that five different cues would be presented prior to making a guess,

and that each cue indicated the probability that the card would be high

or low. The goal was to learn the contingencies and maximize the

reward attained. Accuracy, as measured by participant’s choices,

improved throughout the experiment for cues that strongly predicted

reward, while no change was observed for unpredictable cues. Event-

related fMRI revealed that activity in the caudate nucleus was more

robust during the early phases of learning, irrespective of contingen-

cies, suggesting involvement of this region during the initial stages of

trial and error learning. Further, the reward feedback signal in the

caudate nucleus for well-learned cues decreased as learning progressed,

suggesting an evolving adaptation of reward feedback expectancy as a

behavior–outcome contingency becomes more predictable.
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Introduction

Learning what choice is best comes with experience. In order to

maximize rewards, an organism will strive to make better choices

based on trial and error. Thus, it is imperative that brain

mechanisms exist to support early learning of contingencies that
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will lead to a rewarding outcome. The goal of the present study is

to investigate how the human brain behaves during a reward-

learning paradigm, specifically the acquisition and progression of

reward learning. One structure that has been implicated in

processing of reward-related information is the striatum, the input

unit of the basal ganglia, and specifically the caudate nucleus, part

of the dorsal striatum. The striatum is a component of multiple

cortico-striatal loops that are modulated by dopaminergic neurons

in the midbrain, which have been shown to increase firing to

unexpected rewards and conditioned stimuli that predict a reward.

Due to its heterogeneity in terms of function and connectivity, the

striatum is in a prime position to integrate cognitive and motiva-

tional information and influence goal-directed behavior. The

human striatum is therefore a possible key structure in the

acquisition of contingencies that lead to a reward.

Previous research has suggested a role for the striatum in

processing reward-related information across species. Significant

increases in dopamine release in the striatum, for example, have

been observed during cocaine self-administration in rats (Di Chiara

and Imperato, 1988; Ito et al., 2002). Neurons in the monkey

striatum have been shown to respond to the anticipation (Apicella

et al., 1992; Kawagoe et al., 1998) and delivery (Apicella et al.,

1991; Hikosaka et al., 1989) of rewards. In accordance with animal

studies, brain imaging studies of the human striatum have observed

activity during the processing of both primary and secondary

rewards (Aharon et al., 2001; Berns et al., 2001; Breiter et al.,

2001; Delgado et al., 2000, 2003; Elliott et al., 2004; Kirsch et al.,

2003; Knutson et al., 2000, 2001a; O’Doherty et al., 2002, 2004;

Pagnoni et al., 2002). The striatum’s response to the anticipation

and delivery of rewards and punishments suggests that it may be a

key structure in affective learning. Indeed, as argued by Schultz

(2003), learning can be viewed as a change in outcome predictions

and the acquisition of discriminatory responses to different stimuli

may reflect the learning of appropriate behavioral actions.

Although the striatum responds to anticipation and delivery of

rewards, the caudate nucleus, a component of the dorsal portion of

the striatum, does not seem to respond to the reward per se. Rather,

it seems to be more vigorously recruited when an outcome is

contingent on an action (Tricomi et al., 2004), suggesting a larger

role for reinforcement-based processing, where predictions and

feedback help adjust behavior. The plasticity of the striatum allows
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for such rapid reinforcement of actions as shown in dynamic and

efficacious synaptic changes in the rat throughout learning of a

procedural task (Jog et al., 1999) and during self-stimulation

(Reynolds et al., 2001; Wickens et al., 2003). Thus, the caudate

nucleus’ unique role in reward processing may be to contribute to

the brain’s ability to learn though reinforcement.

The caudate nucleus is one of the main regions affected in

degenerative disorders such as Parkinson’s and Huntington’s

disease. In accordance with the idea that the caudate is important

during feedback-based learning, patients with Parkinson’s disease

are slower during initial learning of an associative learning task

(Myers et al., 2003), as compared to control subjects, and show

deficits during a feedback-based learning task, as opposed to intact

learning during a nonfeedback version of the same paradigm

(Shohamy et al., 2004). Similarly, patients with Huntington’s

disease have poor performance on a trial and error incidental

learning task, a type of learning thought to be dependent on the

integrity of the caudate nucleus (Brown et al., 2001).

The striatum, particularly the caudate nucleus, is therefore a

structure involved in processing reward-related information and

various aspects of learning. Research suggests that the caudate may

be an essential component of a brain circuit that allows us to

improve our choices through trial and error learning. However, it is

unclear whether this observed pattern of results extends from

cognitive to more affective learning, where feedback properties are

both informative and incentive-laden (representing possible gain or

losses). The goal of this experiment was to investigate the role of

the human striatum during reward-related contingency learning.

The present study investigated how activity in the caudate

nucleus is modulated as reward learning progresses, specifically

looking at the early stages of learning, when associations between

action and outcome are being formed, and during latter stages,

when the well-learned stimulus–responses are performed. We used

a gambling paradigm where wins and losses were determined on

the basis of guessing, but learning of stimulus–response con-
Fig. 1. Description of events in the probabilistic learning card-guessing paradigm

Participants were asked to guess if the value of a bcardQ was higher or lower than
divided into a probabilistic cue period and a feedback period. During the proba

presented with one of five cues (e.g., the circle). Each cue represented the probab

attained rewards by learning the probabilities over time. The probabilities were 100

feedback period (the last 15 s of the trial, time points T1–T10), a question mark i

period (2.5 s), the value of the card (the outcome) was revealed (500 ms) and follow

There was an 11.5-s delay before the onset of the next trial. There were 120 tota
tingencies could influence future performance. Participants were

instructed that different cues, presented prior to making a guess,

predicted what type of choice was more likely to lead to a reward.

The introduction of a learning component insured that participants

had a chance to maximize their rewards based on actual perform-

ance, allowing us to investigate how activity in the striatum,

particularly the caudate nucleus, is modulated as learning of

affective contingencies progresses.
Methods

Participants

Seventeen right-handed volunteers participated in this study (9

male, 8 female). Participants responded to posted advertisement

(average age: M = 23.29, SD = 3.31), and all participants gave

informed consent.

Procedure

The paradigm involved a series of 120 interleaved trials,

divided into 10 runs of 12 trials each. Participants were instructed

that they would see a card and were asked to guess if the value of

such card was higher or lower than the number 5. Each individual

trial represented one specific card or value where a guess could

lead to a reward or a punishment. A white border on a black

background served as the card and was constantly displayed

throughout the experiment. Inside the card, events such as the cue

and the feedback were displayed.

Each trial was divided into two periods: the probabilistic cue

period and the feedback period. During the probabilistic cue

period, participants saw one of five different cues (star, square,

circle, triangle or diamond), which was presented for 1.5 s, at the

onset of the 12-s probabilistic cue period (Fig. 1). These cues
. The task involved the presentation of multiple trials each lasting 27 s.

the number 5. Each trial represented a different card or value. A trial was

bilistic cue period (the initial 12 s, time-points T1–T8), participants were

ility that the card was high or low. Participants’ goal was to maximize their

% (high or low), 67% (high or low) and 50% (random). At the onset of the

s presented prompting the participant to make their guess. After the choice

ed by the appropriate feedback (an up or down arrow presented for 500 ms).

l trials, with each cue being presented 24 times throughout the experiment.
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represented the probable value of the card on each trial.

Participants were instructed that during each trial, the card had

an unknown value ranging from 1 to 9, and the participants’ goal

was to make a guess about the value of the card during the

feedback period. A question mark appeared in the center of the

card at the onset of the feedback period, indicating that the

participant had 2.5 s to guess if the card value was higher or lower

than the number 5 (potential low outcomes: 1, 2, 3, 4; potential

high outcomes: 6, 7, 8, 9; outcome was never 5). Participants

pressed the left or right button of a button box to indicate their

selection. After the choice period, a number appeared in the center

of the card for 500 ms, followed by an arrow that was also

displayed for another 500 ms. Each correct guess led to the

presentation of a positive feedback, depicted by an upward green

arrow, which indicated a monetary reward of $1.00. An incorrect

guess was followed by negative feedback, depicted by a downward

red arrow, indicating a monetary punishment of $0.50. Finally,

there was a rest period of 11.5 s between trials, resulting in a total

of 27 s per trial. Thus, one trial was comprised of a probabilistic

cue period (where participants were presented with one of 5

possible cues) followed by a feedback period (where participants

made a guess regarding the value of the card and received

feedback).

Unlike previous paradigms (Delgado et al., 2000), participants

were asked to maximize their rewards by doing more than just pure

guessing. They were instructed to pay attention to the five different

cues that were presented during the probabilistic cue period, and

were told that each of these cues represented a different probability

regarding the card value that followed (the probability of a high or

low number). There were five different types of trials (the five

cues) presented 24 times each during the experiment for a total of

120 trials. Participants were not told the contingencies before

playing, just that each cue represented a different probability. The

participants’ goal was therefore to learn the probabilities as the

experiment progressed, thus improving their guesses and max-

imizing their monetary gain.

Participants were compensated according to their performance,

although the minimum of $40.00 was guaranteed for volunteering.

Unbeknownst to the participants, trial order was predetermined and

two versions of the paradigm were administered to counterbalance

for order effects. There were 24 trials per cue presented in an

interleaved fashion, and learning was measured over the entire

duration of the scanning session. Although trial order was

predetermined, outcome and feedback were contingent on perform-

ance and varied per participant. Trials where a response was not

made in time were depicted by a pound sign (#) carried a monetary

penalty of $1.00 and were excluded from further analysis. Stimulus

presentation and behavioral data acquisition were controlled by a

Macintosh computer with PsyScope software (Macwhinney et al.,

1997).

fMRI acquisition

A 3-T Siemens Allegra head-only scanner and a Siemens

standard head coil were used for data acquisition at NYU’s Center

for Brain Imaging. Twenty-four contiguous oblique-axial slices

(3.3 � 3.3 � 3 mm voxels) parallel to the AC–PC line were

obtained. Structural images were acquired in the same location as

the functional images, using a standard T1-weighted pulse

sequence. Functional images were acquired using a single-shot

gradient echo EPI sequence (TR = 1500 ms, TE = 30 ms, FOV =
210 cm, flip angle = 908, bandwidth = 4340 Hz/px, echo spacing =

0.29 ms). Images were then corrected for motion with Automated

Image Registration (AIR 3.08; Woods et al., 1992), and detrended

with a simple linear regression to adjust for drift within runs. The

structural images of each participant were stripped to remove the

skull and coregistered to a common reference brain, chosen from

among all participants (Woods et al., 1993). Statistical analyses

were performed using each participant’s functional images after

being transformed into the same common space. The images were

also normalized by a mean scaling of each image to match global

mean image intensities across participants, and smoothed using a

three-dimensional Gaussian filter (8-mm FWHM) to account for

between-subject anatomic differences. For visualization purposes,

both the statistical maps created in analysis and the reference brain

were transformed to standard Talairach stereotaxic space (Talairach

and Tournoux, 1988) using AFNI software (Cox, 1996).

Behavioral and imaging analysis

Preliminary analysis of behavioral data included an investiga-

tion of possible differences in performance according to gender

(male, female) or task version (trial order 1, trial order 2). For these

analyses, total monetary score was used as a measure of perform-

ance (total amount earned, taking into account rewards, punish-

ments and missed trials). Once established that there were no

differences in performance based on gender or task version

(described in bBehavioral resultsQ section), we then conducted

the principal behavior analysis of overall learning. Accuracy, or

learning, was measured using participant’s choices (high or low). A

trial where the contingency was 100% chance the card value was

high, for example, was scored as correct if participants pressed the

button corresponding to a high choice. Similarly, a trial where the

contingency was 67% chance the card value was low was scored as

correct if participants pressed the button corresponding to a low

choice. For 50% trials, it did not matter if participants chose high

or low, thus we used the high choice as a measure of baccurateQ
response, expecting variability to be large in this condition.

Accuracy scores were obtained for each cue in each participant.

The two 100% cues were combined to form the 100% probability

condition. Similarly, the 67% cues were combined to form the 67%

probability condition. Data for all probability conditions for all

participants was subdivided into three learning phases: the early

learning phase (consisting of the first eight presentations of a cue),

the middle learning phase (consisting of the next eight presenta-

tions of a cue), and the late learning phase (consisting of the last

eight presentations of a cue). A repeated measures two-way

ANOVA was then performed using participants (N = 12) as a

random factor, and probability condition (100%, 67% and 50%)

and learning phase (early, middle, late) as within-subject factors.

Analysis of neuroimaging data was conducted in a similar

manner. Repeated-measures three-way ANOVAs were performed

on the entire set of co-registered data for both trial periods

(probabilistic cue and feedback period) separately. These whole-

brain analyses involved investigation of any regions of interest

(ROIs) that showed an interaction with time (i.e., learning phase

and time), defined by strength of effect (P b 0.0001) and size (5 or

more voxels). During the probabilistic cue period, within-subjects

factors included learning phase (early, middle, late), probability

condition (100%, 67% and 50%), and time (the eight sequential

1.5-s scans in the 12-s period, referred to as T1–T8). This ANOVA

allowed us to look at two contrasts of interest: (a) brain regions
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showing an interaction of learning phase by time, and (b) regions

showing an interaction between probability condition and time.

During the feedback period, within-subjects factors included

learning phase (early, middle and late), feedback (reward, punish-

ment) and time (the 10 sequential 1.5-s scans in the 15-s period,

referred to as T1–T10). This ANOVA allowed us to look at two

contrasts of interest: (a) brain regions activated showing an

interaction of learning phase by time, and (b) regions showing

an interaction between feedback and time. Regions of interest

comprised of five or more contiguous voxels were selected, as a

precaution against type-1 errors (Forman et al., 1995). Event-

related time-series graphs, which represent functional magnetic

resonance imaging (fMRI) mean intensity value for each factor for

time periods T1–T8 (during probabilistic cue period) and T1–T10

(during feedback period), were displayed for selected ROIs.

Through the interaction of learning phase and time contrast, we

hoped to identify whether the brain’s response, particularly in the

striatum, changed over time as learning progressed. Larger blood

oxygenation level-dependent (BOLD) responses during the early

phases of learning would support our hypothesis that the striatum is

an integral structure during the initial acquisition of outcome

contingencies. To further investigate how striatum activity was

influenced as learning progressed, two post hoc ANOVAs were

conducted using only positive feedback (reward) trials during the

feedback period, comparing the easily learned probability con-

dition (100%) versus the random probability condition (50%).

These ANOVAs allowed us to investigate if the striatum response

to reward was modulated as a function of learning, or increased

predictability. During the early phase of learning, an ANOVA

investigating ROIs defined by a probability condition (100%, 50%)

by time (T1–T10) interaction should reveal no striatal activity as

reward feedback provides an important learning signal to all

conditions. During the late phase of learning, however, a similar

analysis should reveal a significant effect in the striatum, as the

fully expected, learned reward signal provided in the 100%

condition is not as valuable as the unlearned 50% condition, and

therefore is hypothesized to be of smaller magnitude. These post

hoc ANOVAs were analyzed using a less strict threshold (P b

0.001) and cluster size (four or more voxels).
Fig. 2. Accuracy results during learning for all participants. The results are displa

middle and late). Participants were more accurate during trials involving 100% cue

observed during trials involving 67% cues, while learning during the 50% proba

progressive learning of the contingencies as displayed by a main effect of phase

condition [main effect of condition: F(2, 22) = 8.54, P b 0.002]. In all graphs, earl

the color yellow and late learning is illustrated by the color pink.
Results

Behavioral results

Analysis was conducted on all 17 participants to investigate

behavioral effects of gender, trial order and overall monetary

gain. Participants monetary score was calculated at the end of the

session and took into account correct ($1.00 gain), incorrect

(�$0.50 loss) and missed trials (�$1.00 loss). Participants scores

ranged from $34.50 to $78.00 (M = 58.15, SD = 12.28). Using

the monetary score for each participant, we then looked at any

effects of trial order (version 1 and version 2) and gender (9 male

and 8 female). Independent two-tailed t tests showed that there

were no differences in performance according to different trial

orders [version 1, M = 56.67, SD = 11.66; version 2, M = 59.81,

SD = 13.55; t (15) = �0.52, P = 0.61] or gender [male, M =

61.33, SD = 9.2; version 2, M = 54.56, SD = 14.85; t (15) =

1.15, P = 0.27].

Out of 17 participants, one was removed due to excessive

motion in the scanner (more than 5 mm shift in movement

throughout session), while four more were excluded from further

analysis due to poor performance, based on monetary score

(participants with monetary scores one standard deviation below

the mean were excluded-overall group: N = 17, M = 58.15, SD =

12.28; good group: N = 12, M = 64, SD = 6.87; poor group: N = 4,

M = 39.38, SD = 4.13) and learning rate (failure to show pattern of

increased learning, described below). Therefore, behavioral and

neuroimaging data from the 12 remaining participants was

analyzed and described further (Fig. 2). A repeated measures

two-way ANOVAwas performed to measure accuracy and learning

rate according participant’s choice. The ANOVA used participants

(N = 12) as a random factor, and probability condition (100%, 67%

and 50%) and learning phase (early, middle, late) as within-subject

factors. As expected, participants showed progressive learning of

the contingencies as displayed by a main effect of phase [F(2, 22) =

7.31, P b 0.004]. Participants were also more accurate during the

100% condition [F(2, 22) = 8.54, P b 0.002]. In contrast,

performance of the same ANOVA using the four excluded

participants revealed no learning of the contingencies over time
yed broken down by condition (100, 67 and 50) and learning phase (early,

s, showing that as learning progressed so did accuracy. A similar result was

bilistic cue did not differ as task progressed. Overall, participants showed

[ F(2, 22) = 7.31, P b 0.004], while being more accurate during the 100%

y learning is depicted by a dark blue color, middle learning is represented by
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[F(2, 6) = 0.41, P = 0.68] and no differences between probability

conditions [F(2, 6) = 1.98, P = 0.22].

Neuroimaging results

Probabilistic cue period

A repeated measures three-way ANOVA was performed

encompassing all trials in the probabilistic cue period, which were

followed by a behavioral response, using learning phase (early,

middle, late), probability condition (100%, 67%, 50%) and time

(T1–T8) as within-subject factors. Regions showing an interaction

of learning phase (early, middle, late) and time (T1–T8) are listed in

Table 1 [F(14, 154) = 3.36, P b 0.0001]. Activity was observed in

the right striatum (caudate nucleus, x = 13, y = 8, z = 1) and right

inferior prefrontal cortex [Brodmann area (BA) 45, x = 30, y = 23,

z = 9], with both areas showing more activity during earlier phases

of learning for all conditions. This is reflected in the time series

graphs for the right caudate nucleus (Fig. 3, only trials where

feedback was reward are graphed) showing larger responses to the

onset of the cue during early phases of learning for 100% trials

(easy to learn), 67% (harder to learn) and 50% (where no learning

takes place).

An interaction of probability condition (50%, 67%, 100%) and

time (T1–T8) during the probability cue period was also observed,

yielding activation in two regions [F(14, 154) = 3.36, P b 0.0001,

Table 1]. Activity was observed in the left medial prefrontal

cortex/anterior cingulate (BA 32/9, x = �9, y = 42, z = 23)

showing a pattern of decreasing activation from the onset of the

cue. This decrease was larger for the 50% condition. Activity was

also observed in the right inferior parietal cortex (BA 40/7, x = 30,

y = �67, z = 43) showing increases in activation that were larger

for the 50% condition. Finally, one ROI showed a three-way

interaction [learning phase, probability condition and time: F(28,

308) = 2.45, P b 0.0001, Table 1]. Localized in the left medial

prefrontal cortex (BA 10/9, x = �5, y = 52, z = 23), this ROI
Table 1

Probabilistic cue period ( P b 0.0001)

Region of activation Brodmann

areas

Laterality Talairach

coordinates

x y z

Learning phase and time interaction

Inferior frontal gyrus 45 R 30 23 9

Caudate nucleus R 13 8 1

Condition and time interaction

Inferior parietal cortex 40/7 R 30 �67 43

Medial prefrontal/

cingulate

32/9 L �9 42 23

Learning phase, condition and time interaction

Medial prefrontal cortex 10/9 L �5 52 23

Areas showing interactions of learning phase (early, middle, late) and time

(T1–T8) and condition (50%, 67%, 100%) and time, during the

probabilistic cue period. Activations reflect peaks found in ROIs of five

or more contiguous voxels defined by this contrast [ F(14, 154) = 3.36, P b

0.0001]. Brodmann areas are provided when applicable. The laterality of

the activated ROIs is also provided where regions were located either in the

right (R) or left (L) hemisphere. The stereotaxic coordinates of the peak of

the activation are given according to Talairach space (Talairach and

Tournoux, 1988).
showed a decreasing pattern of activation from the onset of the

cue, which was larger during the 50% condition trials.

Feedback period

A repeated measures three-way ANOVA was performed

encompassing all trials where a response was recorded in the

feedback period, using learning phase (early, middle, late),

feedback (reward, punishment) and time (T1–T10) as within-

subject factors. Regions showing an interaction of learning phase

and time are listed in Table 2 [F(18, 198) = 2.97, P b 0.0001].

Activity was observed in the right striatum (caudate nucleus, x =

4, y = 7, z = 3) and left thalamus (x = �5, y = �5, z = 11), with

both areas showing more activity during earlier phases of

learning. The time series graphs for the right striatum once

again show larger responses during early phases of learning in

response to a positive feedback or reward. However, this larger

response to reward feedback during early phases of learning is

only observed in the 100% trials (easy to learn) as the magnitude

of the feedback response in the 50% trials (where no learning

takes place) seems to be the same throughout the experiment

(Fig. 4).

During the feedback period, an interaction of type of feedback

and time was also observed, yielding activation in 10 ROIs [F(9,

99) = 4.29, P b 0.0001, Table 2]. Notably, robust activation was

observed in the striatum comprising several peaks in both

hemispheres of the dorsal and ventral striatum. In order to properly

investigate the hemodynamic response in these regions, we

increased the threshold to look at these peaks separately [F(9,

99) = 6.96, P b 0.0000001]. Activity in both the left and right,

dorsal and ventral striatum replicated previous findings (Delgado et

al., 2000), showing a differential response to reward and punish-

ment feedback. A true analysis of how this differential response

differed across probability conditions was not possible due to the

small number of punishment trials in the 100% condition. A three-

way interaction (learning phase, feedback and time) was also

investigated [F(18, 198) = 2.97, P b 0.0001, Table 2]. Activation

was found in the right inferior parietal cortex (BA 40, x = 19, y =

�32, z = 49), characterized by higher activity during early

punishment trials.

Interaction of probability condition and time during different

phases of learning

The time series analysis of the learning period by time

interaction during the feedback period suggested that the response

to positive feedback during 100% trials decreases as learning

progresses, in contrast to the response to positive feedback during

the unlearned, 50% condition that did not change over time. To

further investigate these results, two post hoc ANOVAs were

conducted using only reward trials looking at any brain regions

that showed a differential response to positive feedback between

100% and 50% probability conditions (interaction of probability

condition and time, Table 3). During the early phases of learning,

no ROIs were identified [F(9, 99) = 3.44, P b 0.001]. During the

late phases of learning, however, 3 ROIs showed differential

reward responses according to the type of probability condition

[F(9, 99) = 3.44, P b 0.001]. Activation was observed in the

right caudate nucleus (x = 8, y = 3, z = 4, Fig. 5), showing a

decreased response to the learned contingency (100%) and a

larger response during unlearned trials (50%). Two other ROIs

comprising four voxels each were identified, including a left

inferior parietal cortex region (BA 40, x = �55, y = �35, z = 25)



Fig. 3. Activation of the right caudate nucleus (x, y, z = 13, 8, 1) showing an interaction of learning phase (early, middle, late) and time (T1–T8) during the

probabilistic cue period [ F(14, 154) = 3.36, P b 0.0001]. Time-series graphs for each condition (50, 67, 100) reflect only trials where feedback was reward.

Larger responses to the onset of the cue are observed during early phases of learning for 100% trials (easy to learn), 67% (harder to learn) and 50% (where no

learning takes place). Standard error bars for all graphs displayed were calculated on a per participant basis using fMRI mean intensity values. These values

were then standardized to percent signal change differences and plotted.
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also showing a larger response to 50% condition. The reverse

pattern was observed in the right prefrontal cortex ROI (BA 44,

x = 32, y = 3, z = 32), where activity was larger during the 100%

condition.

Nonlearners group

Four participants were excluded from imaging analysis due

to poor behavioral data (and post-questionnaire self-reports),

demonstrating that no learning of the contingencies over time

took place within this group. Exploratory analyses were

performed in this group to further investigate the role of the

caudate in learning contingencies over time. Two repeated

measures three-way ANOVAs were performed encompassing all

trials for all non-learners (n = 4), similarly to the ones

previously described. The goal was to identify any activation

in the caudate nucleus using the same analysis of interest
previously used in the good learners group (interactions of

learning phase and time) in the non-learners group (ROIs were

identified at a threshold of P b 0.001 and contiguity threshold

of five or more voxels). During the probabilistic cue period

(using learning phase, probability condition and time as within-

subject factors), no regions showed an interaction of learning

phase (early, middle, late) and time [T1–T8: F(7, 21) = 5.55,

P b 0.001]. During the feedback period (using learning phase,

feedback and time as within-subject factors), an interaction of

learning phase (early, middle, late) and time (T1–T10) did not

yield activation in the caudate nucleus [F(9, 27) = 4.56, P b

0.001]. Although these exploratory results suggest lack of

caudate activation during learning over time in the non-learners

group, they must be carefully considered due to the small

sample size (n = 4). Yet, these data serve to complement the

data from the good learners group and further support the idea



Table 2

Feedback period ( P b 0.0001)

Region of activation Brodmann

areas

Laterality Talairach

coordinates

x y z

Learning phase and time interaction

Thalamus L �5 �5 11

Caudate nucleus R 4 7 3

Feedback and time interaction

Precuneus 7 L �10 �42 46

Inferior parietal cortex 40 L �54 �63 45

Superior frontal gyrus 8 R 34 49 39

Inferior parietal cortex 40 R 54 �52 38

Caudate nucleus L �19 �18 33

Medial frontal gyrus 9/10 L �3 53 23

Inferior frontal gyrus 44 R 40 10 16

Cingulate gyrus 32 L �10 38 0

Inferior frontal gyrus 47 R 30 20 �1

Caudate nucleus R 10 9 5

Caudate nucleus L �12 9 4

Ventral striatum R 10 3 �6

Ventral striatum L �14 4 �6

Learning phase, feedback and time interaction

Inferior parietal cortex 40 R 19 �32 49

Areas showing interactions of learning phase (early, middle, late) and time

(T1–T10) and feedback (reward, punishment) and time, during the feedback

period. Activations reflect peaks found in ROIs of five or more contiguous

voxels defined by this contrast [ F(18, 198) = 2.97, P b 0.0001, for learning

phase and time; F(9, 99) = 4.29, P b 0.0001, for feedback and time]. One

large striatal ROI was found in the feedback and time interaction. To

investigate both dorsal and ventral striatum, in both hemispheres, an

increased threshold was use to separate them [ F(9, 99) = 6.96, P b

0.0000001] and its coordinates are displayed. Brodmann areas are provided

when applicable. The laterality of the activated ROIs is also provided where

regions were located either in the right (R) or left (L) hemisphere. The

stereotaxic coordinates of the peak of the activation are given according to

Talairach space (Talairach and Tournoux, 1988).
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that the caudate nucleus is an important structure during

learning based on feedback.
Discussion

The goal of this study was to investigate how the human brain

processes learning of reward contingencies. Specifically, we

investigated brain regions thought to be important during the

acquisition of reward associations and their modulation as learning

progresses. By using a gambling paradigm (where rewards were

attained on the basis of guessing) that contained probabilistic cues

(which educated the participant in regards to which choice or guess

was more likely to lead to a reward), we were able to look at two

aspects of reward-related learning. First, what regions were

important during acquisition of the cue-outcome relationship?

Second, was activity in such regions modulated as a function of

increased learning? Activity was observed in the striatum,

particularly the caudate nucleus, during both the delay between

cue and action (probabilistic cue period) and during the action-

outcome, or feedback period. Further, this activity was larger during

the early phases of learning, suggesting an integral role for the

caudate nucleus during the initial learning of reward contingencies.
The observed activity in the striatum also decreased as a function of

successful learning, as the response during the feedback period

differed depending on how predictable a reward was.

The striatum is a large basal ganglia structure interconnected

with frontal regions, collectively forming circuits essential for goal-

directed behavior to occur (Haber, 2003; Middleton and Strick,

2000). The striatum can be subdivided into a dorsal (primarily

caudate and putamen) and a ventral (primarily nucleus accumbens)

components. Although more reward-related neurons are found in

the ventral striatum (Apicella et al., 1991), research also suggests

that some neurons in the dorsal striatum, specifically the caudate,

also respond to reward (Kawagoe et al., 1998, 2004; Lauwereyns et

al., 2002; Ravel et al., 2003; Takikawa et al., 2002; Watanabe et al.,

2003). This is supported by neuroimaging studies implicating the

dorsal striatum in processing an array of rewards and punishments,

such as money (Breiter et al., 2001; Delgado et al., 2000, 2003,

2004; Elliott et al., 2000, 2004; Knutson et al., 2001a, 2001b),

liquids and odors(Berns et al., 2001; Gottfried et al., 2002;

O’Doherty et al., 2002, 2003, 2004). Further, dopamine is released

in the rat dorsal striatum during drug-seeking behavior (Ito et al.,

2002) and in the human dorsal striatum during food stimulation

(Volkow et al., 2002), video-game playing (Koepp et al., 1998) and

receipt of monetary rewards (Zald et al., 2004). The activation of

the human dorsal striatum in a gambling game where the rewards

are contingent on an appropriate choice is therefore consistent with

the vast literature linking the striatum with processing reward-

related information.

Recently, neuroimaging research has suggested a further link

between the dorsal striatum and reward-related processing, by

finding evidence for its involvement in paradigms where an action

is necessary to attain a reward (Elliott et al., 2004; Haruno et al.,

2004; O’Doherty et al., 2004; Tricomi et al., 2004), or when task

distractors are behaviorally relevant or salient (Zink et al., 2003,

2004). Of particular interest is the role of the caudate nucleus,

which may be processing the properties of the feedback in a

reinforcement learning context to improve choice behavior

(Tricomi et al., 2004). This is an idea originating from models of

reinforcement learning (Barto, 1994), which suggests that stim-

ulus–response associations, perhaps formed in the caudate nucleus

(O’Doherty et al., 2004; White and McDonald, 2002), may be

strengthened by temporal-prediction signals, potentially mediated

by dopamine error signals (Schultz et al., 1997, 2000). In the

current study, participants were able to improve their choice

behavior in order to maximize potential rewards, a process that

required trial and error learning. Thus, we were able to investigate

if the caudate nucleus response to attained rewards was modulated

as a function of learning and predictions.

The first finding observed in the caudate nucleus in the present

study was stronger BOLD responses during the initial stages of

learning during both probabilistic cue and feedback period. This is

in agreement with the idea that the striatum is important for the

initial acquisition of associations that will lead to a reward. Indeed,

neuropsychological research on Parkinson’s and Huntington’s

patients (Brown et al., 2001; Knowlton et al., 1996; Myers et al.,

2003; Shohamy et al., 2004), as well as lesion studies in animals

(Packard and Knowlton, 2002), suggest that formation of stimulus–

response associations seems to be dependent on the functional

integrity of the dorsal striatum, particularly the caudate nucleus.

For example, rats with dorsal striatum lesions show deficits in the

initial acquisition of win–stay tasks (a paradigm where rats visit

different arms of a serial maze in which some of the arms have a



Fig. 4. Activation of the right caudate nucleus (x, y, z = 4, 7, 3) showing an interaction of learning phase (early, middle, late) and time (T1–T10) during the

feedback period [ F(18, 198) = 2.97, P b 0.0001]. Time-series graphs for each condition (50, 67, 100) reflect only trials where feedback was reward. Larger

responses to the positive feedback or reward are observed during early phases of learning for all trials, when trial and error feedback is important. As learning

progresses, however, the magnitude of the response to reward feedback in the 100% trials (easy to learn) seems to decrease, while the magnitude of the

feedback response in the unpredictable 50% trials (where no learning takes place) seems to be the same throughout the experiment. Standard error bars for all

graphs displayed were calculated on a per participant basis using fMRI mean intensity values. These values were then standardized to percent signal change

differences and plotted.
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light cue indicating a reward at the end) (Packard and Knowlton,

2002; Packard and McGaugh, 1996). Another example finds that

rat striatal forelimb neurons decrease in firing after overtraining in

a lever pressing task (Carelli et al., 1997), suggesting striatum

function is important during acquisition but not expression of

learned motor responses. Our findings that the caudate nucleus is

active during the initial stages of learning different contingencies in

a probabilistic reward learning task therefore supports the idea that

the caudate nucleus is important during early acquisition of

associations.

A second finding was how the caudate nucleus activation was

modulated as a function of learning associations that varied in

their predictability. This is in accordance with physiology
(Fiorillo et al., 2003) and neuroimaging (Aron et al., 2004) data

showing that dopamine neurons in the midbrain are sensitive to

predictability by varying their firing rates according to uncer-

tainty. Aron et al. (2004) also found that this midbrain activity

correlated with striatum activity, a target of such dopaminergic

projections. In the current study, behavioral data suggested that

while some contingencies (100% probability condition) were

acquired within the initial trials (early learning phase), other

contingencies were acquired only later (67% probability con-

dition) or not at all (50% probability condition). The pattern of

activity observed in the caudate nucleus paralleled this behavior,

as the response was modulated as a function of increased learning

or predictability of the upcoming feedback. Large BOLD signals



Table 3

Feedback period: late phases of learning ( P b 0.001)

Region of Brodmann Laterality Talairach coordinates

activation areas
x y z

Inferior parietal

cortex

40 L �55 �35 25

Inferior frontal

gyrus

44 R 32 3 32

Caudate

nucleus

R 8 3 4

Areas showing interactions of condition (50% and 100%) and time (T1–

T10) during the late phases of learning of the feedback period. Activations

reflect peaks found in ROIs of four or more contiguous voxels defined by

this contrast [ F(9, 99) = 3.44, P b 0.001]. A similar analysis conducted

during the early phases of learning revealed no ROIs. Brodmann areas are

provided when applicable. The laterality of the activated ROIs is also

provided where regions were located either in the right (R) or left (L)

hemisphere. The stereotaxic coordinates of the peak of the activation are

given according to Talairach space (Talairach and Tournoux, 1988).
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were observed during the early phases of learning for reward

feedback attained in the 100% condition, which decreased in

magnitude as learning progressed. During the late phases of

learning, when the feedback was fully expected, reward feedback

of well-learned contingencies yielded a significantly lower BOLD

response than the one observed during early phases of learning,

when trial and error predictions were still of importance. Perhaps

after learning, explicit memory strategies not dependent on the

striatum are used to perform the task, leading to an eventual

decrease in striatum activity (Packard and Knowlton, 2002;

Poldrack et al., 1999). In contrast, the 50% probability condition

reward feedback (where successful learning could not occur) was

characterized by an increase in BOLD response during early

phases of learning that did not significantly differ from the signal

observed during late phases of learning. The reward response for

the 50% condition during late phases of learning was also larger
Fig. 5. Axial and sagittal views of right caudate nucleus activation (x, y, z = 8, 3, 4

(T1–T10) during the feedback period of late phases of learning [ F(9, 99) = 3.44

reward feedback response of 100% (easy to learn) and 50% (random) trials durin

difference between conditions during early learning [ F (9, 99) = 3.44, P b 0.001]

unpredictable. As learning progressed, however, the right caudate nucleus show

response during unlearned, still unpredictable trials (50%) during the late phases

represents the 100% condition.
than the 100% condition, suggesting that trial and error

prediction-based learning was still occurring, thus still requiring

caudate nucleus involvement.

The observed decrease in caudate activation during learning of

a probabilistic reward task is in accordance with a recent study by

Haruno et al. (2004), which observed modulation of BOLD

activation in the caudate nucleus during a stochastic decision task

in which difficulty (i.e., probability of success) was manipulated.

The findings, however, are in contrast with cognitive studies of

probabilistic classification learning, which find increases in

caudate activity over task progression (Poldrack et al., 2001). This

disparity, however, may be due to several differences between

paradigms. First, in the weather prediction task used by Poldrack et

al. (2001), it is hard to dissociate the predictive cue from the

feedback, and an array of potential strategies could be implemented

to solve such a task (Gluck et al., 2002). Our paradigm attempted

to separate cue and feedback effects by looking at those periods

separately. Second, the type of feedback attained in the weather

prediction task (purely cognitive feedback) and the one used in the

current manuscript (monetary reward feedback) may be processed

differently according to the context of the task (Aron et al., 2004;

Delgado et al., 2004). Finally, the locus of activity within the

caudate nucleus may also be important as the right caudate nucleus

ROI found to be deactivated at initial stages of learning by

Poldrack et al. (2001) was more dorsal. (x, y, z = 9, 6, 21) in

comparison to the right caudate nucleus ROI observed in the

current study that used a reward-related probability learning task

(x, y, z = 4, 7, 3, in the feedback period).

The results in the caudate nucleus in our probabilistic reward-

related learning task show that this structure is important for the

initial acquisition of contingencies, and its activity is modulated as

a function of learning and predictability. As a potential reward

becomes more predictable, the signal observed in the caudate

nucleus is decreased, as opposed to the unpredictable reinforcement

signal (elicited by the 50% condition), which does not significantly

differ between early and late stages of learning. This is in
) showing an interaction of probability condition (100% and 50%) and time

, P b 0.001]. Two post hoc ANOVAs investigated differences between the

g both early and late phases of learning. No ROIs were reported showing a

, suggesting that the feedback signal is important while the outcome is still

ed a decreased response to the learned contingency (100%) and a larger

of learning. Green line represents the 50% condition while the blue line
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agreement with studies investigating predictability and reward,

which find striatum activity to be greater during unpredictable

delivery of rewards, such as liquids (Berns et al., 2001). This also

concurs with recent neuroimaging literature looking at prediction

error coding in the striatum, observing increases in BOLD response

with positive prediction errors (when an unexpected reward is

delivered) (McClure et al., 2003) and decreases with negative

prediction errors (when an expected reward is withdrawn; McClure

et al., 2003; O’Doherty et al., 2003).

Interestingly, these recent prediction learning studies have

observed that the response to reward shifts during learning.

Specifically, once the reward outcome becomes fully predictable,

the response to the reward is no longer observed, instead shifting to

the earliest predictor of the reward after learning. The results

observed in the current experiment show that during presentation

of a predictive cue in the probabilistic cue period (the potential

earliest predictor of a reward once a contingency is well-learned),

caudate activity is more robust during early learning of con-

tingencies. This is in accordance with cognitive studies of

probability learning (Myers et al., 2003; Shohamy et al., 2004),

but in contrast with reward learning studies involving temporal

prediction (McClure et al., 2003; O’Doherty et al., 2003). This

discrepancy may be due to distinct features of the paradigms,

specifically type of experimental procedure (classical � instru-

mental), striatum focus of interest (putamen � caudate) and type of

reinforcer (primary � secondary). Indeed, in the previously

mentioned tasks (McClure et al., 2003; O’Doherty et al., 2003),

activity was reported in the dorsal and ventral putamen using

paradigms where gustatory rewards (a primary reinforcer) were

delivered in a passive manner (classical conditioning). In contrast,

the current experiment observed activation in the caudate nucleus

using a task where the monetary outcome (a secondary reinforcer)

was contingent on an action (instrumental conditioning). However,

it is possible that both response profiles discussed, decreasing over

time and shifting in time, occur in the striatum, just in distinct

subregions. Indeed, exploratory investigations of the cue period

response using the ROI acquired in the comparison between 100%

and 50% condition reward responses during the late phases of

learning suggest that there is some degree of shift in time, as the

activity for the 100% condition is slightly larger after cue

presentation. Further work, specifically testing for some of the

variables mentioned before (such as experimental procedure and

type of reinforcer), will be necessary to fully understand shifts over

time of conditioned responses in the caudate nucleus.

The potential affinity of the caudate nucleus to processing

reinforcement signals from outcomes contingent on an action

explains why our activity was stronger during the feedback period

rather than the cue period (Tricomi et al., 2004). This does not

indicate that the caudate nucleus is responding to choice, but it

suggests, in accordance to actor–critic models of learning (Barto,

1994), that the caudate nucleus may be integral for reinforcement

learning, and thus reinforcing good choices. Still, the recruitment

of the caudate nucleus during the probabilistic cue period may be

based on making predictions that are contingent on a latter action.

Perhaps, the inclusion of trials where no action is necessary

(passive or classical conditioning task) would not recruit the dorsal,

but instead the ventral striatum would be apparent. It should also

be noted that the caudate nucleus location in this study is slightly

more ventral than other caudate nucleus focus of interest found in

other reward-related paradigms that did not involve learning

(Delgado et al., 2000, 2003), but in accordance with other studies
that had a learning component (Haruno et al., 2004; O’Doherty et

al., 2004).

Finally, activation of a frontal-striatal-thalamic circuit is not

uncommon in learning studies, and perhaps highlights the steady

contribution of these areas during learning. The activity observed

in the frontal cortex during the late stages of learning, showing

higher activity of predictable rather than unpredictable outcomes,

may suggest that after the striatum aids in learning an association,

prefrontal regions assume a larger role in mediating behavior,

although more data is necessary to support this claim. Overall, our

results suggest that the dorsal striatum, and in particular the

caudate nucleus, has an important role in processing reward-related

learning. It is integral during early acquisition of action–outcome

contingencies and is modulated as learning progresses, showing

less response to reward feedback as action–outcome associations

become fully learned and more predictable.
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